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ABSTRACT

Cross-media retrieval has received increasing interest in re-
cent years, which aims to addressing the semantic correlation
issues within rich media. As two key aspects, cross-media
representation and indexing have been studied for dealing
with cross-media similarity measure and the scalability issue,
respectively. In this paper, we propose a new cross-media
hashing scheme, called Centroid Approaching Cross-Media
Hashing (CAMH), to handle both cross-media representation
and indexing simultaneously. Different from existing index-
ing methods, the proposed method introduces semantic cate-
gory information into the learning procedure, leading to more
exact hash codes of multiple media type instances. In addi-
tion, we present a comparative study of cross-media indexing
methods under a unique evaluation framework. Extensive ex-
periments on two commonly used datasets demonstrate the
good performance in terms of search accuracy and time com-
plexity.

Index Terms— Centroid, Cross-media, Hashing

1. INTRODUCTION

With the rapid development of social network and image shar-
ing websites, users are contributing more and more informa-
tion content. Since no unique rule is followed by users, the
structure of content is informal and heterogeneous. That is,
an information entity perhaps consists of multiple instances of
different media types (heterogeneous instances). It is valuable
to build the relationship among those heterogeneous instances
and retrieve instances in a heterogeneous manner. To this end,
a new research task, called cross-media retrieval [1, 2, 3, 4, 5],
is attracting more and more attention. Its aim is to build se-
mantic correlation among instances described by heteroge-
neous features, so as to directly perform similar search among
them. A lot of schemes have been proposed to solve the task.
In [1], canonical correlation analysis (CCA)is employed to
build the relationship so that instances with the same semantic
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meaning but different media types have the maximum corre-
lation. In [3], He et al. propose a novel Parallel Field Align-
ment to align heterogeneous instances, which achieves an out-
standing performance. For explicitly employing the semantic
information, Xie et al. propose the semantic generative model
(SGM) [5]. To fully utilize correlation among heterogeneous
instances, Yang et al. propose a structure called multime-
dia document (MMD) [4]. Recently, Zhuang et al. propose
a multi-modal dictionary learning scheme called Supervised
coupled-dictionary learning with group structures for Multi-
Model retrieval (SliM2) [2]. However, most cross-media re-
trieval schemes pay more attention on improving search ac-
curacy, yet less effect is given to speed up the retrieval pro-
cess. Due to the special properties of cross-media retrieval,
the traditional indexing schemes are not suitable. Therefore,
it is necessary to develop new indexing schemes for rapidly
searching similar semantic heterogeneous instances.

This paper proposes a new cross-media hashing
method, called Centroid Approaching Cross-Media Hashing
(CAMH), which fully explores semantic information to im-
prove the search accuracy of cross-media hash codes. Be-
side pairwise correlation information among heterogeneous
instances, the proposed method also explicitly introduces the
semantic category information to the training process of hash
model. In this way, not only the hash codes of heterogeneous
instances belonging to the same information entity, but also
the hash codes of heterogeneous instances labeled as the same
category are similar to each other. Besides, a comparative
study of cross-media indexing methods is presented. To avoid
the effects of datasets and preprocessing steps, all the state-
of-the-art techniques are tested and compared under a unique
framework, and both search accuracy and time complexity of
indexing methods are evaluated.

2. RELATED WORK

Since the structure of content trends to be informal and het-
erogeneous, single-media based processing techniques like[6,
7, 8, 9, 10, 11] cannot handle such complex information en-



tities. To build the relationship among heterogeneous in-
stances, cross-media hashing [12, 13, 14, 15, 16] aims to learn
several hash functions which project instances of varied me-
dia types to a shared binary space. Since similarity measure
can be carried out by employing highly efficient hamming dis-
tance, the retrieval speed is very high. As a good attempt,
Bronsten et al. propose a cross-modality similarity-sensitive
hashing (CMSSH) [12] scheme, in which the value of each
bit in hash codes is determined separately by a weak binary
classifier. However, CMSSH does not take into account the
intra-media similarity which is useful for distinguishing the
instances of the same media type (homogeneous instances).
To address this problem, Kumar et al. extend the spectral
hashing from single modality to multiple modalities and pro-
poses a Cross-view hashing (CVH) [13] scheme. The objec-
tive of CVH minimizes the hamming distances between both
homogeneous and heterogeneous similar instances simulta-
neously. In fact, the authors prove that CVH is equivalent to
CCA when the affinity matrix is not available.

Besides the geometrical methods above, some probabilis-
tic methods are employed to construct cross-media hash func-
tions. In [14], Zhen et al. propose a multimodal latent binary
embedding (MLBE) scheme, which regards hash codes as the
binary latent factors of a generative model. Recently, a new
cross-media hashing method, called linear cross-modal hash-
ing (LCMH) [16] is proposed by Zhu et al. LCMH decreases
the time complexity by representing each instance using the
distances to K centroids.

In fact, only the pairwise correlation is taken into account
by the abovementioned cross-media hashing methods. Nev-
ertheless, the intra-category correlation is ignored, leading to
weak distinguishing capability of hash codes. To address this
issue, we fully introduce semantic category information into
the learning process of hash functions so that both heteroge-
neous instances belonging to the same entity and instances
labeled as the same category are close in the shared binary
space.

3. CENTROID APPROACHING CROSS-MEDIA
HASHING

3.1. Problem Description

Assume we have N information entities, each entity is car-
ried by a pair of heterogeneous instances from different me-
dia types: {x(1)i , x

(2)
i }Ni=1, where x(1)i ∈ RD(1) and x(2)i ∈

RD(2). For example, x(1)i can be the SIFT feature extracted
from an image, and x(2)i can be the Latent Dirichlet allocation
(LDA) feature extracted from a text document.

The goal of cross-media hashing is to project heteroge-
neous instances into a shared binary space, in which both the
intra-media similarity and inter-media similarity can be mea-
sured directly. For the case of two media types (or modal-
ities), the key is to learn two hash functions, which can be

formulated as follows:

h(1) : RD(1) 7−→ {0, 1}L (1)

h(2) : RD(2) 7−→ {0, 1}L

where {0, 1}L is a commonly shared binary space with L di-
mensions. In this space, heterogeneous instances (e.g, image
and text) can be directly measured by hamming distance.

Generally, the existing methods of cross-media hashing
are to maximize the correlation of x(1)i and x(2)i as shown in
Fig. 1, i.e., fully exploiting pair information. Although these
methods guarantee that x(1)i and x(2)i are close after hash map-
ping, the heterogeneous instances belonging to the different
entities but having the same semantic meaning will be scat-
tered. In this paper, we attempt to address this problem by
introducing semantic category information into the learning
process.

Fig. 1. Illustration of maximizing the correlation of the visual in-
stance x(1)

i (circle) and the textual instance x(2)
i (triangle) belonging

to the same information entity.

3.2. Formulation

Assume that each entity is labeled as one of M categories.
The key idea of the proposed CAMH method is to minimize
the distances between instances and centroids simultaneously,
which introduces semantic category information into learning
process. The CAMH scheme can be formulated as the follow-
ing optimization problem:

min
h(1),h(2)

‖B(1)−B(2)‖2F + λ1‖B(1)
c − B(2)

c ‖2F (2)

+λ2

2∑
i=1

‖B(i) − B∗(i)
c ‖2F

s.t., B(i)T e = 0, b(i) ∈ {−1, 1},

B(i)T B(i) = IL, i = 1, 2



where ‖.‖F means a Frobenius norm, λ1, λ2 are two tuning
parameters, e is a N × 1 vector whose entries are all 1 and IL
is a L×L identity matrix. B(1),B(2) ∈ RN×L, in which rows
represents the hash codes of heterogeneous instances x(1) and
x(2) respectively. B(1)

c ,B(2)
c ∈ RM×L, are two centroid hash

code matrices of M categories. B∗(1)
c ,B∗(2)

c ∈ RN×L, where
each row is the hash code of a centroid corresponding to an
instance. The constraint B(i)T e = 0 requires each bit has
equal change to be -1 or 1, and the constraint B(i)T B(i) = IL
requires the bits to obtained independently.

For the previous works, only the first term in Eq.2 is opti-
mized, which preserves only the inter-media similarity of the
instances belonging to the information entity as mentioned in
section 3.1. In order to introduce the semantic category in-
formation, the second and the third items are added into the
objective function. In this way, the heterogeneous instances
with same semantic category will approach to each other. Fig.
2 illustrates the optimizing process.

Fig. 2. Illustration of minimizing the distance between the visual
instance x

(1)
i (circle) and textual instance x

(2)
i (triangle) belonging

to the same information entity, the distance between visual centroid
(pentagram) and textual centroid (cross-star), and the distance be-
tween instance and centroid.

3.3. Optimization

The optimization problem in Eq.2 is equal to the issue of bal-
anced graph partition, which is NP hard. Therefore, we relax
it into a real-valued case, and then the objective function of
CAMH is changed to learn two linear functions:

f (1)(z
(1)
i ) = W(1)T z

(1)
i (3)

f (2)(z
(2)
i ) = W(2)T z

(2)
i

where W(1),W(2) ∈ RK×L are two linear projection ma-
trices. z

(1)
i , z

(2)
i ∈ RK are the feature representation of

x
(1)
i , x

(2)
i , which is individually obtained by concatenating

their distances to K cluster centroids as in [16].
Then we can rewrite Eq.2 to:

min
W(1),W(2)

‖Z(1)W(1) − Z(2)W(2)‖2F (4)

+λ1‖Z(1)
c W(1) − Z(2)

c W(2)‖2F

+λ2

2∑
i=1

‖Z(i)W(i) − Z∗(i)
c W(i)‖2F

s.t., W(1)T W(1) = I, W(2)T W(2) = I

where Z(1),Z(2) are two feature matrices, and each row is a
sample of z(1)i , z

(2)
i . Z(1)

c ,Z(2)
c are two feature matrices of

centroids. Z∗(1)
c ,Z∗(2)

c are also two centroid feature matrices,
where each row is corresponded to an instance.

Eq.4 can be reduced to the following generalized eigen-
value problem:

max
W

tr(WT ZW) s.t., WT W = I (5)

The matrix Z is a block matrix constructed by four matrices
Zij , i, j = 1, 2:

Z11 =− [Z(1)T Z(1) + λ1Z(1)T

c Z(1)
c (6)

+λ2(Z(1) − Z∗(1)
c )T (Z(1) − Z∗(1)

c )]

Z22 =− [Z(2)T Z(2) + λ1Z(2)T

c Z(2)
c

+λ2(Z(2) − Z∗(2)
c )T (Z(2) − Z∗(2)

c )]

Z12 = Z(1)T Z(2) + λ1Z(1)T

c Z(2)
c

Z21 = Z(2)T Z(1) + λ1Z(2)T

c Z(1)
c

Then W(1),W(2) are calculated as following:

W(1) = W(1 :K, :),W(2) = W(K + 1 : end, :) (7)

where W is constructed by calculating the L largest eigenval-
ues’ corresponding eigenvectors of Eq.5 as columns.

3.4. Binarization

After two functions of Eq.3 have been learned, we can easily
project the entities represented by heterogeneous features into
a shared real-valued space. The next step is to binarize the
commonly shared and real-valued feature vectors into hash
codes. To this end, we employ the same strategy reported in
LCMH. Firstly, we relax B(i) into its real-valued form Y(i),
which is calculated as follows:

Y(i) = Z(i)W(i) (8)

where i = 1, 2. Then we calculate the binarization threshold
using the median function:

u(i) = median(Y(i)) (9)



where u(i) ∈ RL.
Finally, we binarize Y(i) as follows: b

(i)
jk = 1 if y

(i)
jk ≥ u

(i)
k

b
(i)
jk = −1 if y

(i)
jk < u

(i)
k

(10)

where Y(i) = [y
(i)
1 , ..., y

(i)
N ]T , i = 1, 2, j = 1, ..., N and

k = 1, ..., L. j is the index of instances and k is the index
of the elements of y(i) and b(i), where y(i) is the real-valued
relaxation of b(i). Note that the calculation of median vectors
is based on the training samples.

3.5. Extension

The proposed CAMH scheme can be easily extended to more
than two media types, while only the case of two media types
is discussed above. Details are given in supplemental mate-
rial.

4. EXPERIMENTAL ANALYSIS

In this section, we present a comparative study of schemes for
cross-media hashing. Two popular benchmark datasets, i.e.,
Wiki and NUS-WIDE, are employed, and each dataset is di-
vided into two sets, i.e., query set and database set. Due to the
experiment environment limit, we only use part of database
set for training, i.e., training set.

4.1. Experimental Setup

In our evaluation framework, Wiki and NUS-WIDE are em-
ployed for testing, and mean Average Precision(mAP)is used
for performance measure. Time cost in off-line and on-line
phases is used for measuring the speed of various methods.

Wiki is generated from a group of 2,866 Wikipedia docu-
ments. Each document in is an image-text pair and is uniquely
tagged with one of 10 labels. The images are represented by
SIFT histograms and the text articles are represented by LDA
model. We download the version used in MLBE from [17],
which selects 2,289 data points as the database set and treats
the rest 577 data points as the query set. In our experiments,
we randomly select 300 image-text pairs from the database
set as the training set. Note that we treat the labels as the
categories.

NUS-WIDE [18] is a dataset downloaded from Flickr,
which includes 269,648 images with associated tags. In ad-
dition to tags, each image is also assigned to one or several
classes. After removing the images without any class, we ran-
domly select 17,600 image-tags pairs from the first 20 classes
which have the most data points as a new database due to the
internal memory capacity limit, which we call it NUS-min
database. The images and tags are represented by bag-of-
word [19] histogram. Each image-tags pair is labeled with
at least one of the 20 classes. In our experiments, NUS-min

is partitioned into the database set with 10,560 data points and
the query set with the remaining 7,040 data points. We ran-
domly select 600 image-tags pairs from the database set as
the training set.

We use mean Average Precision (mAP) as the perfor-
mance measure as in MLBE.

We use the time cost in off-line and on-line phases to
measure the speed of different methods. The time cost in off-
line phase contains the time used for training and computing
the hash codes of database set. The time cost in on-line phase
contains the time spent on computing the hash codes of query
set and calculating the hamming distance for cross-media re-
trieval.

4.2. Comparison Methods

Four state-of-the-art methods are fully tested and compared
with the proposed CAMH scheme, which includes CMSSH,
CVH, MLBE, and LCMH.

Similar to previous works, we evaluate all the cross-media
indexing algorithms on two cross-media retrieval tasks. One
is to use a text query to search relevant images in the visual
media type (shorted for “Text query vs. Image data”), and the
other is to use an image query to search relevant texts in the
textual media type (shorted for “Image query vs. Text data”).

4.3. Parameters’ Setting

There are three key factors for the LCMH and CAMH
schemes when calculating z(1)i , z

(2)
i , i.e., the number of clus-

ters K, the number of reserved distances S and the tuning
parameter σ of Gaussian function. The K value is set accord-
ing to the size of training set. In our experiment, We find that
K = 40 is proper for Wiki, and K = 80 for NUS-min. The
value of S is set according to the conclusion in LCMH, here
we set S = 5. As discussed in LCMH, the tuning parame-
ter σ should make each element of z(1)i , z

(2)
i fits a Gaussian

distribution. Because of the different feature representations
in two databases, we set σ = 1 for Wiki and σ = 100 for
NUS-min. For the two turning parameters in CAMH, we find
that λ1 = 3, λ2 = 2 is proper.

For CMSSH, CVH and MLBE, since the program codes
are provided by authors, we use the default parameters in
these algorithms.

The length of hash codes L in our experiments we set 8,
16, and 32, which is the same as in LCMH. We set these val-
ues because the hash codes can be easily stored in bytes and
measured by fast bitwise operations.

4.4. Accuracy Evaluation

The experimental results on Wiki and NUS-min are shown
in Table 1 and Table 2, repsectively. Clearly, CAMH outper-
forms the existing methods in most of cases. This means that



introducing semantic category information into cross-media
hashing indeed improves the discriminative capability of hash
codes.

Table 1. Accuracy Evaluation on Wiki.

Task Method Code Length
L = 8 L = 16 L = 32

CMSSH 0.2007 0.1692 0.1172
Image Query CVH 0.2013 0.1571 0.1514

v.s. MLBE 0.2198 0.2191 0.1823
Text Database LCMH 0.2062 0.1666 0.1668

CAMH 0.2304 0.2032 0.1791
CMSSH 0.1570 0.1436 0.1645

Text Query CVH 0.2639 0.2641 0.1997
v.s. MLBE 0.2294 0.1503 0.0974

Image Database LCMH 0.2210 0.2207 0.2503
CAMH 0.3071 0.3667 0.4143

Table 2. Accuracy Evaluation on NUS-min.

Task Method Code Length
L = 8 L = 16 L = 32

CMSSH 0.1774 0.1983 0.1523
Image Query CVH 0.1950 0.1980 0.1972

v.s. MLBE 0.1321 0.1577 0.2161
Text Database LCMH 0.1946 0.1953 0.1974

CAMH 0.2443 0.2498 0.2577
CMSSH 0.2046 0.1925 0.1565

Text Query CVH 0.1955 0.1961 0.2032
v.s. MLBE 0.1828 0.2014 0.2104

Image Database LCMH 0.1973 0.2044 0.2099
CAMH 0.2443 0.2372 0.2348

From the point of view of model optimization, we can
separate the five methods (one is ours) into two groups, the
ones based on iteratively optimization and the ones based on
eigenvalue decomposition. CMSSH and MLBE belong to the
former group, and the other three methods belong to the latter
group. However, the weakness is that their speed is extremely
slower than the other methods.

For CVH, LCMH and CAMH, all of them transfer the
hash functions learning problem into a two-step process:
firstly map heterogeneous instances of different media types
into a shared space, and then binarize each bit. They are all
related with CCA, and the optimization is finally formulated
as an eigenvalue decomposition problem. The performance
of these methods mainly depends on how much information
contained in the model. CAMH works best, because intra-
category correlation is considered together with the pairwise
correlation preserved in other four methods.

We present an example of CAMH’s retrieval result of two

tasks in supplemental material. The results show that CAMH
works well, since correct results are ranked at the top of the
result list.

4.5. Speed Evaluation

To quantitatively evaluate the time complexity of the state-
of-the-art indexing methods, we make a statistic of their time
cost in both off-line and on-line phases, respectively. Fig. 3
shows the results obtained on Wiki database and NUS-min
database. Notice that the time on Wiki is expanded 100 times
(denoted as “100×”) for easy illustration.

Clearly, the time complex of the two methods in itera-
tively optimization group is much higher than that of the other
three methods in eigenvalue decomposition group. MLBE has
the longest time cost in off-line phase, because it needs to iter-
atively optimize the model until it is converged. CMSSH has
the longest time cost in the on-line phase, because it uses the
weighted hamming distance as similarity measure. Therefore,
CMSSH and MLBE are not suitable methods in real-world
applications when the dataset is large.

The methods in eigenvalue decomposition group have
the similar speed in both off-line and on-line phases, which
are much faster than the methods in iteratively optimization
group. We can see that CAMH does not increase the time
complexity.

5. CONCLUSIONS

This paper proposes a new cross-media hashing method,
namely Centroid Approaching Cross-media Hashing
(CAMH). The main idea is to introduce semantic category
information into learning process, and preserve the correla-
tion between heterogeneous instances and centroids as well.
In this way, both intra-category and pairwise correlations are
considered when learning the hash functions. Experiments on
two commonly used datasets show the proposed cross-media
hashing method outperforms state-of-the-arts in terms of
accuracy and speed.
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Fig. 3. Speed Evaluation on Wiki and NUS-min.
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